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ABSTRACT

The “what” The “how” The results
e Graph spectral clustering e Physics-inspired arguments e Practical and highly performing algorithms for clustering
e Application to static, dynamical and weighted graphs e A constructive pipeline for efficient spectral clustering e A unified interpretation of different methods

Graph clustering A constructive method for clustering (II)

- Main contributions (11I) \

. Definition . The Bethe-Hesslan matrix New algorithms for spectral clustering
* Partition the nodes of a graph G(V, £) in k groups according to the edge configuration
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Homophily: “similar” nodes are strongly connected e The Ising Hamiltonian: H(s) = — Z Jijsis;, with s € {—1,1}" » The optimal Bethe-Hessian based clustering i Ago 5.1
* Unsupervised learning task (if)€E leads to SOA performances in spectral cluster- 0.8] o B
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Three appllcatlons e The Boltzmann distribution: e~ PHls) , . . o Lom
u(s) = " with 3 the inverse temperature * On synthetic datasets the performance is close 0.41
to Bayes optimal
. 0.2
e Community detection o The free energy: * We releaseq a Julia Packgge called (?oDe-
INPUT: unweighted and undirected graph (e.g. a social network) BetHe.jl with an efficient implementation of 0.0] =% —&—= . . .
our algorithms 05 10 15 20 25 3.0«

OUTPUT: affinity classes sharing, for instance, common interests
The temperature balances the energy

and the entropy

A unified framework for spectral clustering

Our constructive method (II) reduces to commonly adopted spectral methods for sub-optimal
approximations or values of [3:

¢ Dynamical community detection
INPUT: a temporal graph sequence
OUTPUT: time-dependent evolution of the affinity classes

If G(V, &) has clusters, Fg(m ) has lo-
cal minima associated to them
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eFor J=A — % and the naive mean field approximation: modularity matrix [Newman2006]

* For J the feature covariance matrix and the naive mean field approximation: PCA

* I’ cannot be computed analytically — Bethe approximation Fgethe(m)

e High dimensional vectors clustering * Hessian matrix of F }33 °the at m = 0,,: the Bethe-Hessian matrix e For 3 — 0o: D — A [Fiedler1973]
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’ ’ imal temperatur
e Compute X € R"%F with X .; the eigenvector associated Opt al'te pe ature Conclusion

with the i-th smallest or largest eigenvalue of M  On synthetic static, dynamic and weighted graphs we established the optimal temperatures 3 « Self-adapting algorithms

* They can be computed with an unsupervised and fast algorithm

* The row X; . maps node 7 to a R¥

Spectral clustering in sparse graphs

e Sparsity 1s a necessary problem to deal with

e Bridge between several theoretical results

e The value of k£ can be estimated using the Bethe-Hessian matrix - ] o , ,
 Definition of a constructive pipeline for spectral clustering either

Possibility to extend the temperature-aware pipeline to more involved settings?

¢ fp = mELX{ﬂ - Ap(Hp) = 0}

e For community detection unrelated contributions suggest
that regularization helps spectral clustering in sparse graphs
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* The largest p for which Bp 1s defined pro-
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e Can we design a constructive pipeline for spectral clustering?




