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M2 Internship proposal
Graph Sampling in Graph Machine Learning

In the last few years, Graph Machine Learning [I] went from a subfield of Machine Learning (ML)
to a primary citizen in the ML landscape. It encompasses many applications in chemistry, biology, or
recommender systems, to name a few, and many algorithms and models, from early spectral approaches to
complex Graph Neural Networks.

Many methods in Graph ML use node sampling as an intermediate process [3], mainly to mitigate the high
memory footprint and time complexity due to the graphs’ ever-increasing sizes. In particular, many classical
Graph Neural Networks (GNNs) use some kind of node sampling within their architecture or during training.

However, node sampling is far from being a simple endeavor in general [2], as nodes are connected and
interdependent. Thus, many methods exist to sample nodes of a graph, from simple uniform sampling to
determinantal point processes [4] to more heuristic methods or even learning-based methods [5]. Despite
this, there are few, if any, rigorous evaluation of the effect of different sampling processes at the various
stages of graph ML algorithms.

In this internship, potentially followed by a PhD, we will thoroughly evaluate different graph sampling
methods for graph ML and GNNs, both empirically and, when possible, theoretically. We will in particular
study non-uniform repulsive point processes such as determinantal point processes, whose strong properties
have not yet been explored in the context of GNNs. The balance between theoretical and empirical studies
may depend on the candidate.

Infos. Location: IRISA, Rennes, France. Starting date in 2026. Funded by the MALAGA ERC Starting
Grant: https://nkeriven.github.io/malaga

Contact. Please send CV and cover letter to nicolas.keriven@cnrs.fr
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